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Abstract:-

In this paper the power method and the symmetric power method are applied to the matrix Zwhich was otained from a
linear system Zx = 4. This system was derived from an elliptic partial differential equation by adopting the finite element
method in order to find eigenvalues and the corresponding eigenvectors. These methods are applied to two examples. The
different of the two examples are compared to find out the differences between them. The paper has shown that the use of
symmetric power method leads to a large eigenvalue if compared to the use of the power method.
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INTRODUCTION:
Let Nbe a bounded domain in R4, with boundary 8. We assume that f and g are continuous on 0. So there exists unique
solution
—Au = f(x,y) for (x,y) € Qand
u(x, y) = g(x, y) in 0Q

R={(x,y):a<x<b,c<y<d}
Discretization of elliptic partial differential equations by finite element method leads to a linear system of equations of
the form Hx = b.
Here H € Rmn is symmetric matrix, b€ Rmand for the solution x& R~ is obtained.
In this paper some well-known methods are considered to find the large eigenvalues and corresponding eigenvectors to
the matrix H which was drived from the linear system Hx = b such as power method and symmetric power method.

[1] Power method.
Assume that the nxn matrix H has n eigenvalues A1, A2, 43, ..., A» With an associated collection of eigenvectors v®, v,
v®, .., v that is linear independent. Assume that A; is largest of the matrix H with
|A1] > |A2] = A3 = -+ = |An] 2 0
At the beginning we select a unit vector x© with
x(0) = 1 = Ix(0)I-
Let
¥(1) = Hx(0)
So, we define

u(1) = ¥p(1) uW is the largest approximate eigenvalues for Hx©
Let p be the smallest integer, 1 < p <n such that
lyp(D)] = ly(1)le
So, we define eigenvector x corresponding to the eigenvalue by
p@ Hy

ge) =
T T T m
¥y Moo
Then
11— 4 — a1
x =1= [l
So, we define
- ) H*x™@
J_':.'-:' = Hxll = -
Yoo
Now we find
ln'-:-":' = :Irj""
With
L] N | ey
|}: | = ”m=
So, we define
H:.l'::::l

y@ = gx® =

Yo

The approximated eigenvector corresponding to u(2)is defined as:
i ¥®  Hx®  HIxO

o E TR
Moo ¥y Yo Mo
With the similar manner we get
Pt = Hylme,
™)
™ = g
™) (0
ey 3 _ HmMx
T . =
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[2] Symmetric power method.
Through this method we will find the largest eigenvalues and corresponding eigenvectors to the square symmetric matrix
H, we choose initial approximated vector x© with
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[
Let,
yM = Hylm=1),
So we define,
. T =Ty,
u'™  is the approximate solution of eigenvalue for ¥ m = L2, ... n\ith corresponding eigenvector.

- },:m_': Hay(m—1]}
) —

X = - == o
[y ™| 2 | Hxtm=22]|;

[3] Aitken method.
Aitken method can be used to accelerate the convergence of any sequence that linearly convergent.

co | . . .. 7 oo .
Assume that {Unn=ois a linearly convergent sequence with limit u. Then the sequence {Tn In=ois convergent more
rapidly to u.

Assume that
Upog = U —U

Up — U Bpei — U
{tn+1 — H:]E = (upez —u)(un —u)
st = 2tpaq U0 2 Uy Uy — (U + U )u+ Ul

Upsglln — Une1”

’
Upig = ZUpeg — Uy

[

1

Adding and subtracting u_? ., 2u,u, ., inthe numerator
Upaglp — ZUplineg +FUp" — Upoy” + 2Unln g — Uy”

¢

u

»

Upag = 2Upoy — Uy
tin(Unsz — 2Unet + Un) — [:u‘r'!+12 — Qupitn.g + an}
Upag = 2Upoy — Uy
(Upey — Hn:]z
Upsz — 2upey — Uy
Autken method iz based on the assumption that the sequence {iiy 7=y defined by
(Unay — up)’
Upyg — 2Upog — Uy
Convergence more rapidly to w than the original sequence {un Ineps

2

U

]

it = Uy —

E-:'H-ﬂ_

[4] Results and Applications
For reaching the approximate results for a large eigenvalue, we will study these two examples for power method and

symmetric power method.

Example 1

Consider the problem in the given domain with boundary conditions
—Au=2—(x*+y?) 0<x,y<l1
u(x,y)=0 in boundary

Example 2

Consider the problem in the given domain with boundary conditions
—Au=2-(x*+y?) 0<x,y<l;

u(x,y)=0 L whenx=1,y=1;
JLoy =50 _yz)whenx:O;

1
—— a2
u(x,y) =30 -x )wheny=0.
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Figure 1 The shape of example 1 when n =10
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Figure 2 The shape of matrix H of example 1 whenn =5
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Numerical Results
The results of numerical tests of the power method, symmetric power method and Aitken method for example 1 are given
in the following tables:

(i) When the order of the matrix H is 36x36

(i)
Table 1 eigenvalues using the power method
Iteration elgenvalue

m ]
1 10
2 20
20 52354302
0 5 2360696
60 3.2371140
80 62787103
100 72347300
120 72360630
126 73360677
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Table 2 eigenvalues using thesymmetric power method

Iteration eigenvalus
m g
1 20.0000000
p) 10000000
20 52360677
40 3.2679373
&0 72357719
13 72360679

In the following step we will apply the Aitken method to the approximated eigenvalues for acceleration the convergence
to a large eigenvalue

Table 3 eigenvalues using Aitken method for the power method

Iteration Eigenvalue
m fm
1 0.0000000
2 a1
10 5.240018%
20 5.2360680
30 5.2339710
40 31714604
30 72381778
&0 12360712
66 1.2360681
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Table 4 eigenvalues using Aitken method for the symmetric power method

When the order of the matrix His 100x100

Table 5 eigenvalues using the power method
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Iteration Eigenvalue

m ftm

1 21928231
2 69150322
10 3.2360813
20 3.2360341
30 32270442
40 72508383
30 1.2360907
&0 1.23606581

Iteration eizervalus

m ]

1 10000000
2 20000000
40 70623438
&0 T.0641763
120 70642066
160 1.0634028
200 11127712
40 77473043
280 7.738308%
320 T.7387643
339 77587694
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Table 6 eigenvalues using the symmetric power method

Tteration Eizenvalue
m ulm
1 360000000
2 10000000
40 70641660
30 70643330
120 72644847
160 7.7578266
200 7.7387700

By applying the Aitken method to the approximated eigenvalues for acceleration the convergence to a large eigenvalue

as follow:
Table 7 eigenvalues using Aitken method for the power method

Tteration Eigenvalue
m atm
1 0.0000000
2 37777778
40 7.0641809
80 7.0638345
120 §.14221386
160 77587725
167 T.7587710

Table 8 eigenvalues using Aitken method for the symmetric power method

Iteration Eigenvalue
o am
1 2.1208151
2 7.3789474
40 7.0641732
80 7.0357340
120 7.7588549
147 7.7587710
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After applying the power method, the symmetric power method and Aitken method for example 1 with 7 digitsaccuracy

we have got the following results:

- When the matrix H of order 36x36 we found out the large eigenvalue at the step 126 of power method, in the
accelerating approximation by Aitken method the large eigenvalue at the step 66. While the symmetric power method
we got the approximate eigenvalue at the step 73, accelerating approximation by Aitken method the large eigenvalue
at the step 60.

- When H of order 100x100 we have got the large eigenvalue at the step 339 of power method, , in the accelerating
approximation by Aitken method the large eigenvalue at the step 167, While the symmetric power method we got the
approximate eigenvalue at the step 200, in the accelerating approximation by Aitken method the large eigenvalue at
the step 147.

The results of numerical tests of the power method and symmetric power method for example 2 are given in the following
tables:
(i) When the order of the matrix H is 36x36

Table 9 eigenvalues using the power method

Iteration Eigenvalue

m plm

1 1.0000000
2 2.0000000
10 5.0823538
20 5.2354392
30 5.2360636
40 5.2360696
30 5.2361092
60 5.2371140
70 5.2623107
80 6.27871035
20 7.2026410
100 7.2347309
110 7.2360153
120 7.2360659
126 7.2360677
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Table 10 eigenvalues using the symmetric power method

Iteration Eigenvalue
m L)
1 20.0000000
2 10000000
10 3.2202383
20 32360677
30 32361182
40 32679375
i0 70613329
&0 72357719
10 72360673
12 72360679

In the following step we will apply the Aitken method to the approximated eigenvalues for acceleration the convergence
to a large eigenvalue

Table 11 eigenvalues using Aitken method for the power method

Tteration Eigenvalue
m fim
1 0.0000000
2 J11777
10 3.2400189
20 3.2360680
30 32339710
40 31714694
30 72381778
60 72360712
63 72360681
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Table 12 eigenvalues using Aitken method for the symmetric power method

(if) When the order of the matrix H is 100x100

Table 13 eigenvalues using the power method
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Iteration Eigenvalue
m flm)
1 21928251
2 69130322
iy 3.2360811
20 3.2360341
30 5.2270442
40 72308383
il 72360907
38 72360681
Iteration eigenvalue
m Pric]
1 1.0000000
2 2.0000000
40 70623488
30 7.0641766
120 70842004
160 1.0655227
200 11171846
240 77487719
280 1.7383323
320 1.7587649
339 17587694
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Table 14 eigenvalues using the symmetric power method

Tteration eigenvalue

m Pt
1 36.0000000

2 10000000

40 7.0641660

20 70643330

120 72644347

160 17378266

200 71587700

By applying the Aitken method to the approximated eigenvalues for acceleration the convergence to a large eigenvalue
as follow:
Table 15 eigenvalues using Aitken method for the power method

Iteration Eigenvalue
m film)

1 0.0000000

2 T

40 7.0641809

80 10638343

120 79352722

160 17387716

164 17387710

Table 16 eigenvalues using Aitken method for the symmetric power method

Iteration Eigenvalue
m Frit]

1 21208151

2 1.37858474

40 7.0641732

80 70357340

120 77588349

147 1.7387710
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After applying the power method, the symmetric power method and Aitken method for example 2 with 8 digits we have
got the following results:

- When the matrix H of order 36x36 we found out the large eigenvalue at the step 126 of power method, in the
accelerating approximation by Aitken method the large eigenvalue at the step 65. While the symmetric power method
we got the approximate eigenvalue at the step 72, accelerating approximation by Aitken method the large eigenvalue
at the step 58.

- When the matrix H of order 100x100 we have got the large eigenvalue at the step 339 of power method, , in the
accelerating approximation by Aitken method the large eigenvalue at the step 164, While the symmetric power method
we got the approximate eigenvalue at the step 200, in the accelerating approximation by Aitken method the large
eigenvalue at the step 147.

Conclusion.

In the paper we studied power method, symmetric power method and Aitken method, applying them to the matrix H to
find the large eigenvalue. The results reviewed that when the order of the matrix H increase the number of iterations
increase. So the convergent to a large eigenvalue by the symmetric power methodis faster than the power method. While
the convergent accelerate by using the Aitken methodyields to a better results.
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