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Abstract:-  
In this paper the power method and the symmetric power method are applied to the matrix 𝑯which was otained from a 

linear system 𝑯𝒙 = 𝒃. This system was derived from an elliptic partial differential equation by adopting the finite element 

method in order to find eigenvalues and the corresponding eigenvectors. These methods are applied to two examples. The 

different of the two examples are compared to find out the differences between them. The paper has shown that the use of 

symmetric power method leads to a large eigenvalue if compared to the use of the power method.   
 

Keywords:-Power method, Symmetric power method, Eigenvalues, Eigenvectors. Elliptic partial differential  
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INTRODUCTION:  
Let 𝛺be a bounded domain in 𝑅𝑑, with boundary 𝜕𝛺. We assume that f and g are continuous on 𝛺. So there exists unique 

solution   

−Δ𝑢 = 𝑓(𝑥, 𝑦) 𝑓𝑜𝑟 (𝑥, 𝑦) ∈ Ω and  

𝑢(𝑥, 𝑦) = 𝑔(𝑥, 𝑦) 𝑖𝑛  ∂Ω 

𝑅 = {(𝑥, 𝑦): 𝑎 < 𝑥 < 𝑏, 𝑐 < 𝑦 < 𝑑}. 

Discretization of elliptic partial differential equations by finite element method leads to a linear system of equations of 

the form 𝐻𝑥 = 𝑏.  

Here 𝐻  𝑅𝑛𝑥𝑛 is symmetric matrix, 𝑏  𝑅𝑛and for the solution 𝑥  𝑅𝑛 is obtained.  

In this paper some well-known methods are considered to find the large eigenvalues and corresponding eigenvectors to 

the matrix 𝐻 which was drived from the linear system 𝐻𝑥 = 𝑏 such as power method and symmetric power method.  

  

[1] Power method.   

Assume that the 𝑛𝑥𝑛 matrix 𝐻 has 𝑛 eigenvalues 𝜆1, 𝜆2, 𝜆3, …, 𝜆𝑛 with an associated collection of eigenvectors 𝑣(1), 𝑣(2), 

𝑣(3), … , 𝑣(𝑛) that is linear independent. Assume that 𝜆1 is largest of the matrix 𝐻 with  

|𝜆1| > |𝜆2| ≥ |𝜆3| ≥ ⋯ ≥ |𝜆𝑛| ≥ 0 

At the beginning we select a unit vector 𝑥(0) with  

𝑥(0) = 1 = ‖𝑥(0)‖= 

Let           

𝑦(1) = 𝐻𝑥(0) 

So, we define   

 

𝑢(1) = 𝑦𝑝(1) 𝑢(1) is the largest approximate eigenvalues for 𝐻𝑥(0)  

Let 𝑝 be the smallest integer, 1 ≤ 𝑝 ≤ 𝑛 such that  

|𝑦𝑝(1)| = ‖𝑦(1)‖∞ 

So, we define eigenvector 𝑥(1) corresponding to the eigenvalue by  

 
Then 

 
So, we define 

 
Now we find 

 
With 

 
So, we define 

 
The approximated eigenvector corresponding to 𝑢(2)is defined as: 

 
With the similar manner we get 

 
With 

 
 

[2] Symmetric power method.   
Through this method we will find the largest eigenvalues and corresponding eigenvectors to the square symmetric matrix 

𝐻, we choose initial approximated vector 𝑥(0) with  
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Let, 

 
So we define, 

 

With corresponding eigenvector. 

  
 

[3] Aitken method.   
Aitken method can be used to accelerate the convergence of any sequence that linearly convergent.   

Assume that is a linearly convergent sequence with limit 𝑢.  Then the sequence is convergent more 

rapidly to 𝑢.  

Assume that  

 

 

 

 

 

 
 

[4] Results and Applications  
For reaching the approximate results for a large eigenvalue, we will study these two examples for power method and 

symmetric power method.  

 

Example 1  
Consider the problem in the given domain with boundary conditions  

−∆𝑢 = 2 − (𝑥2 + 𝑦2)            0 ≤ 𝑥, 𝑦 ≤ 1 

𝑢(𝑥, 𝑦) = 0                        in boundary 

Example 2  
Consider the problem in the given domain with boundary conditions  

−∆𝑢 = 2 − (𝑥2 + 𝑦2)            0 ≤ 𝑥, 𝑦 ≤ 1; 

𝑢(𝑥, 𝑦) = 0                       when x = 1 , y = 1; 

𝑢 when x = 0; 

𝑢 when y = 0. 
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          Figure 1 The shape of example 1 when n = 10        Figure 2 The shape of matrix H of example 1 when n = 5 

 
     

  Figure 1 The shape of example 1 when n = 10  Figure 4 The shape of matrix H of example 1 when n = 5 

 
    

Numerical Results  
The results of numerical tests of the power method, symmetric power method and Aitken method for example 1  are given 

in the following tables:  

(i) When the order of the matrix H is 36x36  

(ii)  
Table 1 eigenvalues using the power method 
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Table 2 eigenvalues using thesymmetric power method 

 
 

In the following step we will apply the Aitken method to the approximated eigenvalues for acceleration the convergence 

to a large eigenvalue  

 

Table 3 eigenvalues using Aitken method for the power method 
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Table 4 eigenvalues using Aitken method for the symmetric power method 

 
When the order of the matrix His 100x100 

 

Table 5 eigenvalues using the power method 
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Table 6 eigenvalues using the symmetric power method 

 
 

By applying the Aitken method to the approximated eigenvalues for acceleration the convergence to a large eigenvalue 

as follow:  

Table 7 eigenvalues using Aitken method for the power method 

 
 

Table 8 eigenvalues using Aitken method for the symmetric power method 
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After applying the power method, the symmetric power method and Aitken method for example 1 with 7 digitsaccuracy 

we have got the following results:  

- When the matrix H of order 36x36 we found out the large eigenvalue at the step 126 of power method, in the 

accelerating approximation by Aitken method the large eigenvalue at the step 66. While the symmetric power method 

we got the approximate eigenvalue at the step 73, accelerating approximation by Aitken method the large eigenvalue 

at the step 60.  

- When H of order 100x100 we have got the large eigenvalue at the step 339 of power method, , in the accelerating 

approximation by Aitken method the large eigenvalue at the step 167, While the symmetric power method we got the 

approximate eigenvalue at the step 200, in the accelerating approximation by Aitken method the large eigenvalue at 

the step 147.  

 

The results of numerical tests of the power method and symmetric power method for example 2 are given in the following 

tables:  

(i) When the order of the matrix H is 36x36  

 

Table 9 eigenvalues using the power method 
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Table 10 eigenvalues using the symmetric power method 

 
 

In the following step we will apply the Aitken method to the approximated eigenvalues for acceleration the convergence 

to a large eigenvalue  

 

Table 11 eigenvalues using Aitken method for the power method 
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 Table 12 eigenvalues using Aitken method for the symmetric power method 

 
 

(ii) When the order of the matrix H is 100x100  
 

Table 13 eigenvalues using the power method 
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Table 14 eigenvalues using the symmetric power method 

 
By applying the Aitken method to the approximated eigenvalues for acceleration the convergence to a large eigenvalue 

as follow:   

Table 15 eigenvalues using Aitken method for the power method 

 
 

Table 16 eigenvalues using Aitken method for the symmetric power method 
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After applying the power method, the symmetric power method and Aitken method for example 2 with 8 digits we have 

got the following results:  

- When the matrix H of order 36x36 we found out the large eigenvalue at the step 126 of power method, in the 

accelerating approximation by Aitken method the large eigenvalue at the step 65. While the symmetric power method 

we got the approximate eigenvalue at the step 72, accelerating approximation by Aitken method the large eigenvalue 

at the step 58.  

- When the matrix H of order 100x100 we have got the large eigenvalue at the step 339 of power method, , in the 

accelerating approximation by Aitken method the large eigenvalue at the step 164, While the symmetric power method 

we got the approximate eigenvalue at the step 200, in the accelerating approximation by Aitken method the large 

eigenvalue at the step 147.  

  

Conclusion.  
In the paper we studied power method, symmetric power method and Aitken method, applying them to the matrix H to 

find the large eigenvalue. The results reviewed that when the order of the matrix H increase the number of iterations 

increase. So the convergent to a large eigenvalue by the symmetric power methodis faster than the power method. While 

the convergent accelerate by using the Aitken methodyields to a better results.  
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