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Abstract:- 
This paper deals exclusively with mathematical functions that link between time and the maximum annual flood height of 

Ocmulgee River in the U.S. state of Georgia during 60 years.  

The best equations used this study were the cftool program including with the Matlab program. This program is based 

on the least square method using ready functions or suggesting any other functions. We looked at the data as a whole and 

found the best curve with the smallest errors. The second method was to look at the data horizontally. The differences 

between the years are 10 years, because there is a close approximation of these data. The results found that the error in 

the second method was much less than the error in the first method and the error did not exceed 1.6%.  
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INTRODUCTION      
In different experiments and research observations , we often obtain a set of simultaneous readings of two or more varable 

It may then be useful to find the relationship between the variables in addition  that correspond to these corresponding 

values in a function that links the change that occurs as a result of other changes[1-4].  

And this is translated mathematically by the following relationship:  

𝑦 = 𝑓(𝑥1 ,𝑥2 , 𝑥3 , … )                            (1) 

𝑤ℎ𝑒𝑟𝑒 𝑎𝑠 (𝑥1 ,𝑥2 , 𝑥3 , … ) are independent variables, 𝑦 is dependent variable and 𝑓 Is the function that links the variables. 

The simplest form of the previous relationship is using one independent variable in addition i.e., the relationship between 

two variables is only the form of [4, 5] 

𝑦 = 𝑓(𝑥)                      (2) 

In practical experiments, we obtained a table for a set of corresponding values of the independent variable 𝑥 and the 

dependent variable 𝑦   

in addition each of these symmetrical values represents a point on or near a curve [4, 5]. The next important thing is to 

obtain the equation of the curve that passes through all or most of these points or close to them so that this equation shows 

the general picture of the relationship between the two variables of the previous relation studied, and the equation we 

obtained in this way is called Empirical Equation for the curve in addition this method is called: (Curve Fitting) [2, 6].  

We may find that there are more than one image blobs group compatibility that could draw a straight line or curves, each 

of which corresponds to the set of points appropriately in addition therefore, from the beginning, the shape of the curve 

that one expects to obtain must be chosen based on the study and knowledge of the theoretical considerations of the 

relationship between the variables and their natural meaning [2, 6].  

In general, if the function is not known, more than one equation can be reconciled to the same experimental results, and 

it is preferred to be equivalent to the other by the accuracy of its representation of the results (correlation coefficient) or 

the simplicity of its use[2, 6, 7].  

 

The most important equations are the following:  

1- Linear Equation y = 𝑎0 + 𝑎1x                               (3)  

2- Parabolic Equation y = 𝑎0 + 𝑎1x + 𝑎2 x2                (4)  

3 - Exponential Function  

y = 𝑎0ea1x                                   (5)  

4- Power Function  

y = 𝑎0xa1                                    (6)  

5 - Poisson Function  

y = 𝑎0xe−a1x                              (7)  

6- Gauss Function  

y = 𝑎0xe−a1x2                             (8)  

  

The steps that follow the selection of the curve function are finding the values of the constants in one of the following 

ways: 1- Graphical method  

2- Average Points method  

3 - Least Square method   

 The graphical method is based on personal judgment in drawing an approximate curve to reconcile a set of data, which 

is called the hand-to-hand method of curve adjustment. While the intermediate point method is simple and easy to apply 

in addition the least square method gives a result more accurately than the previous two methods [4, 6, 8].  

 

Exponential Function  

y = 𝑎0ea1x                              (5)  

We can evaluate this equation (converted it into a straight-line equation) by taking logarithms for two sides of the equation. 

The exponential function is the reverse of the logarithmic function in addition    

lny = 𝑙𝑛𝑎0 + 𝑎1x                   (9)  

This is the equation of the intersection of line with the vertical axis  

𝑙𝑛𝑎0 and tilt line 𝑎1 in addition    𝑎0 and 𝑎1 can usually be determined from the straight line drawing [4, 6, 8].  

 

Method of Least squares  

Definition of deviations  
Assume that it is in Figure (1), A curve y = f (x) the data points  

𝑃1 (𝑥1 ,𝑦1) ,𝑃2(𝑥2 ,𝑦2) , 𝑃3(𝑥3 ,𝑦3)  

And defining deviation for any of the points shown in the form of the appropriate curve as the vertical distance.  

Between this point and curve [1]. 
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Figure (1) a curve between this points  

So the deviation of the three points 𝑃1 , 𝑃2 ,𝑃3 respectively is :  

𝑄1𝑃1 = 𝑦1 – 𝑓(𝑥1) 

 𝑄2𝑃2 = 𝑦2 – 𝑓(𝑥2)                             (10 )  

𝑄3𝑃3 = 𝑦3 – 𝑓(𝑥3) 

The deviation is positive if the point is above the curve and negative if the point is below the curve. From this definition 

we see that the best fit for the curve is where the absolute values of deviations are small in addition  

It can be seen that the straight line that corresponds to the readings given in the method of the intermediate points is what 

divided the readings into two categories is the straight line in which the algebraic sum of the deviations is equal to zero 

[4, 6, 8]. This does not mean that in the way of the intermediate points, it is necessary to obtain the best fit. The absolute 

values of the deviations may be large, although the positive deviations are the balance of the negative deviations. 

Therefore, the algebraic sum of deviations cannot be used as a principle of good curve [4].  

 Since squares of deviations, however, are always positive, then the sum of squares of deviations is not equal to zero 

(unless the curve passes through all points) in addition thus, it is clear that the best fit is when this sum (total squares of 

deviations) is small) in addition Thus, the curve in a given form for a class of points is determined by the constants so 

that the sum of the squares of deviations is small whenever possible [4, 6].  

  

Method of Least Squares for Linear Type:  

Assume that the form of the linear equation is:   

y = 𝑎0 + 𝑎1x         (3)   If the readings given are (𝑥𝑖 ,𝑦𝑖) (𝑖 = 1,2,3,4, … , 𝑛)    as defined by deviations, the sum of squares 

of deviations is equal to:  

 
It is clear that E is a function in    𝑎0 and 𝑎1). To find the minimum value the partial differential coefficients relative to 

both  𝑎0 , 𝑎1 will be equal to zero. That is:  

 
The last two equations can be written as follows:        

 
Where n is the Number of readings given in addition these equations are called Normal equivalents. And by solving these 

equations, we get the values of 𝑎0 , 𝑎1   [4, 6, 8] .  

 

The least squares method for a polynomial of degree m:  

 If we have the readings:  

(𝑥𝑖 ,𝑦𝑖) (𝑖 = 1, 2,3,4,… , 𝑛)    , the curve of these readings is to be reconciled to many polynomial m where  

 𝑚 < (𝑛 − 1) that means many limits on the form:  

 
In this case, the sum of squares of deviations is equal to:  
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It is clear that E Function in 𝑎𝑘 where 𝑘 = 0, 1, 2,3,… , 𝑚 In order E is the least that can be:  

 
And these give us (m + 1) of the equations and their solution gives us values of the constants [5, 6, 8].  

 
 

Materials and methods of work:   
The analysis of the data was done by the use of (cftool) program included in Matlab (version 13). The data the maximum 

values of the annual flow of a river for 60 years were taken from [9].  

 

Table (1) Yearly Maxima Wind Data  

 
 

Figure (2) represents the data in Table (1) the curve is periodically and has a 10 - year cycle period, but differs in 

amplitude so that the amplitude increases each cycle. Notes the similarity function tan (x). 

 
Figure (2) years and flood level 

 

Results and discussion:   

Figure (3) (a,b,c,d) Shows the data when we toke the horizontal years as 11, 21,31,41,51.  Each curve can be presented 

by certain equation. All curves look like smooth curves.  

 
a  b 
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Figure (3) (a,b,c,d) 

 

The results:  

Using (cftool) for each curve in the two cases:  

The first cases of looking at the data as in Figure (2)  

(1) the data have been normalized to deal  

with small values graphically. The error maximum reaches 25%.  

 
Figure (4) years and Error 

 

(B) The data were then processed using ( cftool ).The error has been reduced to about ( 5 %) as shown in Figure ( 5 )  

 

 
Figure (8 ) years and Error 

 

The second method is to use horizontal data, where the difference between a point and the next is10 years. By looking 

for the appropriate equations, the values of the errors are the least. This work had been divided into stages:  

(a) Use data for the first 40 years, then predict the last 20 years of (41:60). From the data in figure (6) the maximum od 

error was less than (2 %).    
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Figure (6) years and Error 

 

(B) Use the data for the first 50 years, and then predict the 10 years of the last years of (5 1:60). We have noticed that the 

maximum of errors is less than (1.8 %) as shown in Figure (7).  

 
Figure (7) years and Error 

  

(C) Using the data as a whole for 60 years. In Fig. (8 ) , the errors are significant at the end of the periods, and the 

processing was done using exponential functions, such as the maximum of error was less than (1.6%)  

  

 
Figure (11) years and Error 
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